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Symbolic commonsense 
knowledge graph Neural commonsense model

Language models != knowledge models

Fully crowdsourced by humans
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COMeT (BART): x435 smaller model  (~400M parameters), 

informed by ATOMIC20

20

GPT-3 (Few Shot): 175B parameters!!

pre-trained with a ton of web text (~500B tokens)
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Persona-aware Conversations

COMET-

ATOMIC 2020

COSMIC: Emotion  
Identification in Conversations


 (Ghosal et al, 2020) 
EMNLP ‘20

Like Hiking? Person-
grounded Dialog 

(Majumder et al, 2020) 
EMNLP ‘20

Health Counseling 
Dialogue  

(Kearns et al, 2020) 
CHI EA ‘20

Interactive Learning Enhancement

Conversation Multi-hop Reasoning 
through Neural Commonsense


 (Forough et al, 2021)

EMNLP ‘21

Figurative Language Understanding

Metaphor Generation with 
Conceptual Mapping  

(Stowe et al, 2021)

ACL ‘21

MERMAID:  
Metaphor Generation  

(Chakrabarty et al, 2021)

NAACL ‘21

Storytelling and Fantasy Gaming

How to Motivate Your Dragon 
(Ammanabrolu et al, 2021)


AAAI ‘21

Commonsense Story Generation 
(Guan et al, 2020)
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New: 

ATOMIC-10x

COMET-distill
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Symbolic 
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Knowledge Graph

6.5M high quality examples

🤖Student Model

smaller & better

🤖 Critic 

sort good and 

bad knowledge



Train student to match 

teacher probabilities

Teacher

Knowledge Distillation

Student


(Hinton et al. 2015)
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In generation, Y is all 
strings — intractable!
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Does Symbolic Knowledge Distillation Produce Good knowledge?
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Small, supervised critic model to filter 
which knowledge is good?
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ATOMIC-10x: a machine-authored KB that wins, for the first time, 

over a human-authored KB in all criteria: scale, accuracy, and diversity. 



Thanks! Questions?


